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Abstract. We assume that recommender systems are more successful,
when they are based on a thorough understanding of how people process
information. In the current paper we test this assumption in the con-
text of social tagging systems. Cognitive research on how people assign
tags has shown that they draw on two interconnected levels of knowl-
edge in their memory: on a conceptual level of semantic fields or LDA
topics, and on a lexical level that turns patterns on the semantic level
into words. Another strand of tagging research reveals a strong impact
of time-dependent forgetting on users’ tag choices, such that recently
used tags have a higher probability being reused than “older” tags. In
this paper, we align both strands by implementing a computational the-
ory of human memory that integrates the two-level conception and the
process of forgetting in form of a tag recommender. Furthermore, we test
the approach in three large-scale social tagging datasets that are drawn
from BibSonomy, CiteULike and Flickr.

As expected, our results reveal a selective effect of time: forgetting is
much more pronounced on the lexical level of tags. Second, an exten-
sive evaluation based on this observation shows that a tag recommender
interconnecting the semantic and lexical level based on a theory of human
categorization and integrating time-dependent forgetting on the lexical
level results in high accuracy predictions and outperforms other well-
established algorithms, such as Collaborative Filtering, Pairwise Interac-
tion Tensor Factorization, FolkRank and two alternative time-dependent
approaches. We conclude that tag recommenders will benefit from going
beyond the manifest level of word co-occurrences, and from including
forgetting processes on the lexical level.
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1 Introduction

Many interactive systems are designed to mimic human behavior and thinking.
A telling example for this are intelligent tutoring systems, which make inferences
similar to teachers when drawing on knowledge of learning domains, knowledge
about the learners and knowledge about effective teaching strategies. When look-
ing at recommender systems, Collaborative Filtering approaches use informa-
tion about socially related individuals to recommend items, much in the same
way as humans are influenced by related peers when making choices. An implicit
assumption behind this may be that interactive systems will perform better the
closer they correspond to human behavior. This assumption seems to be reason-
able as it is humans that interact with these systems, while these systems often
also draw on data produced by humans (e.g., in the case of Collaborative Filter-
ing). Therefore it can be assumed, that strategies that have evolved in humans
over their individual or collective development form good models for interactive
systems. However, the assumption that an interactive system will perform better
the closer it mimics human behavior has not often been tested directly.

In the current paper, we investigate this assumption in the context of a tag
recommender algorithm that borrows its basic architecture from MINERVA2
([1], see also [2]), a computational theory of human categorization. We draw on
research that has explored how human memory is used in a dynamic and adap-
tive fashion to understand new information encountered in the environment.
Sensemaking happens by dynamically forming ad-hoc categories that relate the
new information with knowledge stored in the semantic memory (e.g., [3]).
For instance, when reading an article about “personalized recommendations”,
a novice has to figure out meaningful connections between previously distinct
topics such as “cognition” and “information retrieval” and hence, has to start
developing an ad-hoc category about common features of both of them. When
using a social tagging system in such a situation, people apply labels to their own
resources which to some extent externalizes this process of spontaneously gener-
ating ad-hoc categories [4]. Usually, a user describes a particular bookmark by
a combination of about three to five tags verbalizing and associating aspects of
different topics (e.g., “memory”,“retrieval”, “recommendations”, “collaborative
filtering”).

In previous work, we have shown that this behavior can be well described by
differentiating between two separate forms of information processing. In human
memory we find a semantic process that generates and retrieves topics or gist
traces, and a verbal process that generates verbatim word forms to describe the
topics [5]. In this paper we improve this model emphasizing on another funda-
mental principle of human cognition. According to Polyn et al. [6], memory traces
including recently activated features contribute more strongly to retrieval than
traces including features that have not been activated for a longer period of time.
This relationship provides a natural account of what is called the recency effect
in memory psychology (e.g., [7]). Obviously, things that happened a longer time
ago tend to be forgotten and influence our current behavior less than things that
have happened recently.
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The purpose of this paper is twofold. First, we study the interaction between
the effect of recency and the level of knowledge representation in human memory
(semantic vs. verbal) within a social tagging system. In particular, we raise the
question whether the impact of recency interacts with the level of knowledge
representation, i.e., whether a time-dependent shift in the use of topics can
be dissociated from a time-dependent shift in the use of particular tags. The
second aim is to investigate to which extend our tag recommender based on
MINERVA2 can be improved by integrating a time-dependent forgetting process.
We also determine the performance of this recommender compared to other well-
established tag recommender algorithms (e.g., Collaborative Filtering, FolkRank
and Pairwise Interaction Tensor Factorization), as well as two alternative time-
dependent approaches called GIRPTM [8] and BLL+C [9] (based on the ACT-
R theory of human memory [10]). Hence, we raise the following two research
questions:

– RQ1 : Is there a difference between the time-dependent shift in the use of
topics and the time-dependent shift in the use of particular tags?

– RQ2 : Can a time-dependent forgetting process be integrated into a tag-
recommender to create an efficient algorithm in comparison to the state-of-
the-art?

The remainder of this paper tackles this two research questions and is orga-
nized as follows: We begin with discussing related work in the field of tag rec-
ommender in Sect. 2. Next, we review some of the work concerning recency in
memory research and its current use in social tagging in Sect. 3 (first research
question). Then we describe our approach and the experimental setup of our
extensive evaluation in Sects. 4 and 5. Section 6 presents the results of this eval-
uation in terms of recommender quality (second research question). We conclude
the paper by discussing our findings and future work in Sect. 7.

2 Related Work

Tagging as an important feature of the Social Web, has demonstrated to improve
search considerably [11,12] and has supported the users with a simple tool to
collaboratively organize and annotate content [13]. However, despite the poten-
tial advantages of tag usage, people do not tend to provide tags thoroughly or
regularly. Thus, from an applied perspective, one important purpose of tag rec-
ommendations is to increase user’s motivation to provide appropriate tags to
their bookmarked resources.

In contrast to previously developed and typically data-driven tag recom-
mender approaches, our research explores the suitability of psychologically sound
memory processes to improve tag recommender approaches. Previously, in [5,9]
we presented two simple methods (= 3L and BLL+C) that aim to explain mem-
ory processes in social tagging systems. Based on our previous research and other
incentives from related work, we introduce in this work a novel time-based tag
recommender algorithm (= 3LTtag) based on the MINERVA2 theory of human
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categorization [1,2] that significantly outperforms popular state-of-the-art algo-
rithms as well as BLL+C [9], an alternative time-based approach based on the
ACT-R theory of human memory [10]. It models the activation of elements in
a person’s declarative memory by considering frequency and recency of a user’s
tagging history as well as semantic context.

To date, two tag-recommender approaches have been established: graph-
based and content-based tag recommender systems [14], whereas in this work
we focus on graph-based approaches. Prominent algorithms in this respect can
be found for instance in the work of Hotho et al. [15] who introduced FolkRank
(FR), which has established itself as the most prominent benchmarking tag rec-
ommender approach over the past few years. Further investigated, was the rec-
ommendation of tags to users in a personalized manner. In the scope of this
research strand, Jäschke et al. [16] or Hamouda and Wanas [17] are well known
to present a set of Collaborative Filtering (CF) approaches. Rendle et al. [18],
Krestel et al. [19] or Rawashdeh et al. [20] more recently presented a factorization
model (FM and PITF), a semantic model (based on LDA) or a link prediction
model to recommend tags to users, respectively (see also Sect. 5.3).

Comparing these principles now with simple “most popular tags” approaches,
we will notice a big disadvantage in their computational expense as well as in
their lack of considering recent observations made in social tagging systems, such
as the variation of the individual tagging behavior over time [21]. To that end,
recent research has made first promising steps towards more accurate graph-
based models that also account for the variable of time [8,22].

However, although these time-dependent approaches have shown to outper-
form some of the current state-of-the-art tag recommender algorithms, all of
them ignore well-established and long standing research from cognitive psychol-
ogy on how humans process information. Therefore, we try to fill this gap by
investigating tagging mechanisms that aim to mimic peoples’ tagging behavior.

3 Recency in Memory and in the Use of Social Tagging

In previous work we have introduced 3Layers [5], which is a model for recommend-
ing tags that is inspired by cognitive-psychological research on categorizing and
verbalizing objects (e.g., [4]) and is adapted in this work based on MINERVA2 in
order to answer our two research questions. 3Layers consists of an input, a hidden
and an output layer, where the hidden layer is built up by a semantic and an inter-
connected lexical matrix. The semantic matrix stores the topics of all bookmarks
in the user’s personomy1, calculated with Latent Dirichlet Allocation (LDA) [19],
while the lexical matrix stores the tags of those bookmarks. In a first step of calcu-
lation, the LDA topics of a new bookmark, for which appropriate tags should be
recommended, are represented in the input layer and compared with the semantic
matrix of the hidden layer. In the course of this comparison, semantically relevant
1 We define a bookmark (also known as “post”) as the set of tags a target user has

assigned to a target resource at a specific time, and the personomy as a collection of
all bookmarks of a user.
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bookmarks of the user’s personomy become activated. The resulting pattern of
activation across the semantic matrix is then applied to the lexical matrix to fur-
ther activate and recommend those tags that belong to relevant bookmarks. In a
final step, the activation pattern across the lexical matrix is summarized on the
output layer in form of a vector. This vector represents a tag distribution that can
be used to predict a substantial amount of variance in the user’s tagging behavior
when creating a new bookmark.

We draw on Fuzzy Trace Theory (FTT; e.g., [23]) to make a prediction with
respect to our first research question about a potentially differential impact of
recency on semantic and lexical representations, i.e., on the usage of topics and
tags, respectively. FTT differentiates between two distinct memory traces, a
gist trace and a verbatim trace, which represent general semantic information
of e.g., a read sentence and the sentence’s exact wording, respectively. These
two types of memory traces share properties with our distinction between a
semantic and a lexical matrix (see also Sect. 4). While vectors of the semantic
matrix provide a formal account of each bookmark’s gist (its general semantic
content), vectors of the lexical matrix correspond to a bookmark’s verbatim
trace (explicit verbal information in form of assigned tags). This distinction is
also in line with Kintsch and Mangalath [24] who model gist traces of words by
means of LDA topic vectors and explicit traces of words by means of word co-
occurrence vectors. An empirically well-established assumption of FTT is that
verbatim traces are much more prone to time-dependent forgetting than gist
traces (e.g., [23]): while people tend to forget the exact wording, usually they
can remember the gist of a sentence (or a bookmark). Taken together, we derived
the hypothesis that a user’s verbatim traces (vectors in the lexical matrix that
encode the user’s tags) are more strongly affected by time-dependent forgetting
and therefore more variable over time than a user’s gist traces (vectors in the
semantic matrix that contain topics).

To test this hypothesis, we performed an empirical analysis in BibSonomy,
CiteULike and Flickr (see Sect. 5.1). The topics for the resources of these datasets’
bookmarks were calculated using Latent Dirichlet Allocation (LDA) [19] (see
Sect. 4.2) based on 100, 500 and 1000 latent topics in order to cover different
levels of topic specialization (these numbers of latent topics are also suggested
by related work in the field [24,25]). For each user we selected the most recent
bookmark (i.e., the one from the test set with the most recent timestamp, see
also Sect. 5.2) and described the bookmark by means of two vectors: one encod-
ing the bookmark’s LDA topic pattern (gist vector) and one encoding the tags
assigned by the user (verbatim vector). Then, we searched for all the remaining
bookmarks of the same user, described each of them by means of the two vectors
and arranged them in a chronologically descending order. Next, we compared
the gist and the verbatim vector of the most recent bookmark with the two cor-
responding vectors of all bookmarks in the user’s past by means of the cosine
similarity measure.

The obtained results are represented in the three diagrams of Fig. 1, plot-
ting the average cosine similarities over all users against the time lags (given in
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(a) BibSonomy

(b) CiteULike

(c) Flickr

Fig. 1. Interaction between time-dependent forgetting and level of knowledge repre-
sentation for BibSonomy, CiteULike and Flickr showing a more pronounced decline for
tags than for topics (100, 500, 1000 LDA topics; first research question).
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number of past bookmarks). For all three datasets we show these results for the
last 100 bookmarks of tagging activity per user because in this range, there are
enough users available for each past bookmark to calculate mean values reliably.
The diagrams quite clearly reveal that – independent of the environment (Bib-
Sonomy, CiteULike or Flickr) – the similarity between the most recent bookmark
and all other bookmarks decreases monotonically as a function of time lag. More
importantly and as expected, the time-dependent decline is more strongly pro-
nounced for the verbatim vectors (encoding tag assignments) in contrast to the
gist vectors (encoding LDA topics). Furthermore, we can see that the more LDA
topics we use, the more similar is the time-dependent decline of the two vectors
(tags vs. topics) to each other.

4 Approach

In this section we introduce two novel time-dependent tag recommender algo-
rithms which model the process of forgetting on a semantic and lexical layer in
a time-depended manner. Moreover, we describe how we created the semantic
features (i.e., topics) for the bookmarks in our datasets using Latent Dirichlet
Allocation (LDA).

4.1 Tag-Recommender Algorithms

Due to our findings introduced within the previous section, we assume that the
factor of time plays a more critical role on the lexical layer than on the semantic
layer. The approaches implemented in this section are based on a preliminary
recommender model called 3Layers (3L) that was introduced in our previous
work [5].

Figure 2 schematically shows how 3Layers (3L) represents a user’s person-
omy within the hidden layer, which interconnects a semantic matrix, MS

(l bookmarks · n LDA topics matrix), and a lexical matrix, ML (l bookmarks · m
tags matrix). Thus, each bookmark of the user is represented by two associated
vectors; by a vector of LDA topics Si,k stored in MS and by a vector of tags
Li,j stored in ML. Similar to [2], we borrow a mechanism from MINERVA2, a
computational theory of human categorization [1], to process the network consti-
tuted by the input, hidden and output layer. First, the LDA topics of the target
resource to be tagged are represented on the input layer in form of a vector P
with n features. Then, P is used as a cue to activate each bookmark (Bi) in MS

depending on the similarity (Simi) between both vectors, i.e., P and Bi. Similar
to [2], we estimate Simi by calculating the cosine between the two vectors:

Simi =
∑n

k=1(Pk · Si,k)
√∑n

k=1 P 2
k ·

√∑n
k=1 S2

i,k

(1)

If no topics are available for the target resource (i.e., n = 0), we set Simi

to 1 and thus, activate each bookmark with the same value. To transform the
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Fig. 2. Schematic illustration of 3L showing the connections between the semantic
matrix (MS) encoding the LDA topics and the lexical matrix (ML) encoding the tags.
Furthermore, Ttopic and Ttag schematically demonstrate how the time component is
integrated in case of 3LTtopic and 3LTtag, respectively.

resulting similarity values into activation values (Ai) and to further reduce the
influence of bookmarks with low similarities, Simi is raised to the power of 3,
i.e., Ai = Sim3

i (see also [1]). Next, these activation values are propagated to
ML to activate tags that are associated with highly activated bookmarks on the
semantic matrix MS (circled numbers 2 and 3 in Fig. 2). This is computed by
the following equation that yields an activation value cj for each of the m tags
on the output layer:

cj =
l∑

i=1

(Li,j · Ai)

︸ ︷︷ ︸
3L

(2)

To finally compute 3LTtopic and 3LTtag, we integrate a time component on
the level of topics (hereinafter called Ttopic) and on the level of tags (Ttag),
respectively. Both recency components are calculated by the following equation
that is based on the base-level learning (BLL) equation [7]:

BLL(t) = ln((tmstpref − tmstpt)−d), (3)

where tmstpref is the timestamp of the most recent bookmark of the user and
tmstpt is the timestamp of the last occurrence of t, encoded as the topic in
the case of Ttopic or as the tag in the case of Ttag, in the user’s bookmarks.
The exponent d accounts for the power-law of forgetting and was set to .5 as
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suggested by Anderson et al. [10]. While 3LTtopic can be computed by using
Eq. 4, 3LTtag can be computed by using Eq. 5:

cj =
l∑

i=1

(Li,j ·
n∑

k=1

(Si,k · BLL(k)) · Ai)

︸ ︷︷ ︸
3LTtopic

(4)

cj =
l∑

i=1

(Li,j · BLL(j) · Ai)

︸ ︷︷ ︸
3LTtag

(5)

As suggested in related work [9,14,26], we additionally consider tags that
have been applied to the target resource by other users. This allows the recom-
mendation of new tags, i.e., tags that have not been used by the target user
before. We implement this by taking into account the most popular tags in the
tag assignments of the resource Yr (MPr, i.e., arg maxt∈T (|Yr|)) [15]. Therefore,
we have chosen MPr over other methods like CF, as previous work [27,28] shows
that users in social tagging systems are more likely to imitate previously assigned
tags by other users to a target resource. In order to combine cj with MPr, the
following normalization method was used:

‖cj‖ =
exp(cj)∑m
i=1 exp(ci)

(6)

Taken together, the list of recommended tags for a given user u and resource
r is then calculated as

T̃ (u, r) = arg max
j∈T

(β‖cj‖ + (1 − β)‖|Yr|‖), (7)

where β is used to inversely weight the two components. The results presented
in Sect. 6 were calculated using β = .5, thus, applying the same weight to both
components.

4.2 Topic Generation via LDA

As outlined in Sect. 3, we used LDA to calculate the semantic features (i.e.,
topics) of the resources of the full datasets. LDA is a probability model that
helps to find latent topics for documents where each topic is described by words
in these documents [19]. This can be formalized as follows:

P (ti|d) =
Z∑

j=1

(P (ti|zi = j) · P (zi = j|d)) (8)
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Table 1. Properties of the used dataset samples, where |B| is the number of bookmarks,
|U | the number of users, |R| the number of resources, |T | the number of tags and |TAS|
the number of tag assignments.

Dataset |B| |U | |R| |T | |TAS|
BibSonomy 400,983 5,488 346,444 103,503 1,479,970

CiteULike 379,068 8,322 352,343 138,091 1,751,347

Flickr 864,679 9,590 864,679 127,599 3,552,540

Here P (ti|d) is the probability of the ith word for a document d and P (ti|zi = j)
is the probability of ti within the topic zi. P (zi = j|d) is the probability of
using a word from topic zi in the document. The number of latent topics Z is
determined in advance and defines the level of granularity. We calculated the
semantic features for our datasets with different amounts of LDA topics (100,
500 and 1000 - see also [24,25]).

When using LDA in tagging environments, documents are resources which are
described by tags. This means that based on the tag vectors of the resources (i.e.,
all the tags the users have assigned to the resource), resources in the bookmarks
can also be represented with the topics identified by LDA. These topics were
then used as features in the semantic matrix MS . We implemented LDA with
Gibbs sampling using the Java framework Mallet2.

5 Experimental Setup

In this section we describe our experiment’s datasets, evaluation methodology
and the baseline algorithms in detail.

5.1 Datasets

To conduct our study, we used three well-known folksonomy datasets that are
freely available for scientific purposes and thus, allow for reproducibility. In this
respect, we utilized datasets from the social bookmark and publication sharing
system BibSonomy3 (2013-07-01), the reference management system CiteULike4

(2013-03-10) and the image sharing platform Flickr5 (2010-01-07) to evaluate our
approach on both types of folksonomies, broad (BibSonomy and CiteULike; all
users are allowed to annotate a particular resource) and narrow (Flickr; only the
user who has uploaded a resource is allowed to tag it) ones [29]. We furthermore
excluded all automatically generated tags from the datasets (e.g., no-tag, bibtex-
import, etc.) and decapitalized all tags as suggested in related work (e.g., [18]).

2 http://mallet.cs.umass.edu/topics.php.
3 http://www.kde.cs.uni-kassel.de/bibsonomy/dumps/.
4 http://www.citeulike.org/faq/data.adp.
5 http://www.tagora-project.eu/data/#flickrphotos.

http://mallet.cs.umass.edu/topics.php
http://www.kde.cs.uni-kassel.de/bibsonomy/dumps/
http://www.citeulike.org/faq/data.adp
http://www.tagora-project.eu/data/#flickrphotos
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To reduce computational effort, we randomly selected 10 % of CiteULike, and 3 %
of Flickr user profiles (see also [30])6. We did not apply a p-core pruning to keep
the original bookmarks of the users and thus, to prevent a biased evaluation [31].
The statistics of our used dataset samples can be found in Table 1.

5.2 Evaluation Methodology

To evaluate our tag recommender approaches, we split the three datasets into
training and test sets based on a leave-one-out hold-out method as proposed
in related work (e.g., [16]). Hence, for each user we selected her most recent
bookmark (or post) in time and put it into the test set. The remaining bookmarks
were then used for the training of the algorithms. This procedure is a promising
simulation of a real-world environment, as it predicts a user’s future tagging
behavior based on tagging behavior in the past. Furthermore, it is a standard
practice for evaluation of time-based recommender systems [32].

In order to quantify the recommender quality and to benchmark our rec-
ommender against other tag recommendation approaches, a set of well-known
metrics in information retrieval and recommender systems were used [14,16]:

Recall (R) is defined as the number of recommended tags that are relevant
for the target user/resource divided by the total number of relevant tags [33]:

R@k =
1

|U |
∑

u∈U

( |tku ∩ Tu|
|Tu|

)

, (9)

where tku denotes the top k recommended tags and Tu the list of relevant tags of
a bookmark of user u ∈ U .

Precision (P) is calculated as the number of correctly recommended tags
divided by the total number of recommended tags |tku| (= k) [33]:

P@k =
1

|U |
∑

u∈U

( |tku ∩ Tu|
|tku|

)

(10)

F1-score (F1) is a combination of the recall and precision metrics and is
calculated using the following equation [33]:

F1@k =
1

|U |
∑

u∈U

(

2 · P@k · R@k

P@k + R@k

)

(11)

Mean reciprocal rank (MRR) is a rank-dependent evaluation metric that
is calculated as the sum of the reciprocal ranks (or positions) of all relevant tags
in the list of recommended tags [20]:

MRR =
1

|U |
|U |∑

u=1

(
1

|Tu|
∑

t∈Tu

1
rank(t)

)

(12)

6 Note: We used the same dataset samples as in our previous work [9], except for
CiteULike, where we used a smaller sample for reasons of computational effort in
respect to the calculation of the LDA topics.
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This way, a recommender achieves a higher MRR if relevant tags occur at early
positions in the list of recommended tags.

Mean average precision (MAP) extends the precision metric and also
considers the order of the recommended tags. This is done by computing the
precision value at every position k of the ranked list of tags and using the average
of these values [20]:

MAP =
1

|U |
|U |∑

u=1

⎛

⎝ 1
|Tu|

|tku|∑

k=1

(Bk · P@k)

⎞

⎠, (13)

where Bk is 1 if the tag at position k of the list of recommended tag is correct.
In particular, we report R@k, P@k, MRR and MAP for k = 10 and F1-Score

(F1@k) for k = 5 recommended tags.

5.3 Baseline Algorithms

We compared the results of our approach to several “baseline” tag recommender
algorithms. The algorithms were selected in respect to their popularity in the
community, performance and novelty [34]. The most basic approach we utilized
is the unpersonalized MostPopular (MP) algorithm. MP recommends indepen-
dent of user and resource, the same set of tags that is weighted by the fre-
quency over all tag assignments [16]. A personalized extension of MP is the
MostPopularu,r(MPu,r) algorithm that suggests the most frequent tags in the
tag assignments of the user (MPu) and the resource (MPr) [16]. As done in our
approaches, we weighted the user and the resource components equally (β = .5).

Another well known recommender approach is Collaborative Filtering (CF)
which was adapted for tag recommendations by Marinho et al. [34]. Here the
neighborhood of a user is formed based on the tag assignments in the user profile
and the only variable parameter is the number of users k in this neighborhood.
k has been set to 20 as suggested by Gemmell et al. [30]. In Sect. 4.2 we have
described how we applied Latent Dirichlet Allocation (LDA) for tag recommen-
dations. The results presented in this work have been calculated using Z = 1000
latent topics [19].

An additional approach we utilized is the well-known FolkRank (FR) algo-
rithm which is an improvement of the Adapted PageRank (APR) approach [16].
FR extends the PageRank algorithm in order to rank the nodes within the graph
structure of a folksonomy [16], which is based on their importance in the net-
work. Our implementation of APR and FR builds upon the code and the settings
of the open-source Java tag recommender framework provided by the University
of Kassel7. In this implementation the parameter d is set to .7 and the maximum
number of iterations l is set to 10.

A different popular and recent tag recommender mechanism is Pairwise
Interaction Tensor Factorization (PITF) proposed by Rendle and Schmidt-
Thieme [18]. It is an extension of Factorization Machines (FM) and explic-
itly models pairwise interactions between users, resources and tags. The FM
7 http://www.kde.cs.uni-kassel.de/code.

http://www.kde.cs.uni-kassel.de/code
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and PITF results presented in this paper were calculated using the open-source
C++ tag recommender framework provided by the University of Konstanz8. We
set the dimensions of factorization kU , kR and kT to 256 and the number of
iterations l to 50 as suggested in [18].

Finally, we tried to benchmark against two time-dependent approaches. The
first one is the GIRPTM algorithm presented by Zhang et al. [8] which is
based on the frequency and the temporal usage of a user’s tag assignments.
The approach models the temporal tag usage with an exponential distribution
based on the first- and last-time usage of the tags. The second time-dependent
tag-recommender approach is the Base-Level Learning Equation with Context
(BLL+C) algorithm introduced in our previous work [9]. BLL+C is based on
the ACT-R human memory theory by Anderson et al. [10] and uses a power-law
distribution based on all tag usages to mimic the time-dependent forgetting in
tag applications. In both approaches the resource component is modeled by a
simple most popular tags by resource mechanism, as it is also done in our 3Layers
approach. In previous work [9], we showed that BLL+C outperforms GIRPTM
and other well-established algorithms, such as FR, PITF and CF.

The algorithms described in this section along with our developed approaches
(see Sect. 4 are implemented within our Java-based TagRec framework [35]. Pub-
lished as open-source software, it can be downloaded from our Github Reposi-
tory9 along with the herein used test and training sets (see Sects. 5.1 and 5.2).

6 Results

In this section we present the evaluation of the two novel algorithms in line with
our research questions. In step 1, we compared the three 3Layers approaches (3L,
3LTtopic and 3LTtag) with one another, in order to examine our first research
question of whether recency has a differential effect on topics and tags. Accord-
ing to the empirical analysis illustrated in Sect. 3, 3LTtag yields more accurate
predictions than 3LTtopic and 3L.

Results shown in Table 2 prove this assumption since - independent of the
metric (F1@5, MRR and MAP) and the number of LDA topics (100, 500, and
1000) applied - the difference between 3LTtag and 3L is significantly larger than
the one between 3LTtopic and 3L. This allows us to conclude that a user’s gist
traces (LDA topics) associated with the user’s bookmarks are less prone to “for-
getting” than a user’s verbatim traces (tags associated with the bookmarks).
Interestingly, this effect is more strongly pronounced under the narrow folkson-
omy condition (Flickr), where no tags of other users are available for the target
user’s resource, than under the broad folksonomy condition (BibSonomy and
CiteULike), where users could get inspired by tags of other users.

Furthermore, Table 2 illustrates the performance of 3L, 3LTtopic and 3LTtag

for different numbers of LDA topics (100, 500 and 1000). It can be seen that

8 http://www.informatik.uni-konstanz.de/rendle/software/tag-recommender/.
9 https://github.com/learning-layers/TagRec/.

http://www.informatik.uni-konstanz.de/rendle/software/tag-recommender/
https://github.com/learning-layers/TagRec/
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Table 2. F1@5, MRR and MAP values for BibSonomy, CiteULike and Flickr showing
the performance of 3L and its time-dependent extensions (3LTtopic and 3LTtag) for
100, 500 and 1000 LDA topics (first research question).

# Topics Measure 3L 3LTtopic 3LTtag

B
ib

S
o
n
o
m

y

100 F1@5 .197 .198 .204
MRR .152 .154 .161
MAP .201 .202 .212

500 F1@5 .204 .205 .209
MRR .156 .158 .163
MAP .206 .208 .215

1000 F1@5 .206 .207 .211
MRR .157 .158 .162
MAP .207 .208 .214

C
it

eU
L
ik

e

100 F1@5 .211 .212 .221
MRR .192 .194 .211
MAP .226 .228 .248

500 F1@5 .218 .219 .225
MRR .196 .198 .211
MAP .232 .234 .250

1000 F1@5 .232 .233 .238
MRR .199 .200 .212
MAP .235 .236 .250

F
li
ck

r

100 F1@5 .500 .507 .535
MRR .421 .429 .476
MAP .560 .571 .634

500 F1@5 .564 .567 .582
MRR .443 .448 .476
MAP .591 .596 .635

1000 F1@5 .568 .571 .585
MRR .450 .454 .477
MAP .599 .604 .636

all three approaches provide good results for different levels of topic specializa-
tion, with the best accuracy values reached for 1000 LDA topics10. F1@5, MRR
and MAP values calculated for 1000 topics are further used within the second
evaluation step, which is described in the next paragraph.

In a second step, we compared the performance of our approaches, especially
3LTtag, with several state-of-the-art algorithms. By this means we address our
second research question, of whether 3L and its two extensions can be imple-
mented in form of effective and efficient tag recommendation mechanisms. First,
Table 3 reveals that all personalized recommendation mechanisms clearly out-
perform the unpersonalized MP approach. This is not surprising, as MP solely
takes into account the tag’s usage frequency independent of information about
a particular user or resource.

Second and more important, 3L and its two extensions (3LTtopic and 3LTtag)
reach significantly higher accuracy estimates than the well-established mecha-
nisms LDA, MPu,r, CF, APR, FR, FM and PITF. From this we conclude that

10 NOTE: We also performed experiments with more than 1000 LDA topics (e.g.,
2000, 3000, ...). However, as also shown by related work (e.g., [19,24,25]) this step
did not help in increasing the performance of the LDA-based tag recommenders.
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predicting tags based on psychologically plausible steps that turn a user’s gist
traces into words, calculates tag recommendations that correspond well to the
user’s tagging behavior.

Third,we can see that also the two other time-dependent algorithms (GIRPTM
and BLL+C) outperform the state-of-the art approaches that do not take the time
component into account. BLL+C based on ACT-R even reaches slightly higher
estimates of accuracy than our 3L approach based on MINERVA2. However, this
relation changes when we enhance 3L by the recency component at the level of
tags. Then, 3LTtag clearly outperforms BLL+C with respect to all three metrics
and across all three datasets. Finally, as shown in Fig. 3, a very similar pattern
of results becomes apparent when evaluating the different approaches by plotting
recall against precision for k = 1–10 recommended tags.

To furthermore prove our assumption that memory processes play an impor-
tant role in social tagging systems, we also performed an experiment where we
looked at users that have bookmarked a minimum of Bmin = 20 resources (see
also [36]). We conducted this experiment by applying a post-filtering method,
i.e., recommendations were still calculated on the whole folksonomy graph but
accuracy estimates were calculated only on the basis of the filtered user pro-
files (= 780 users in the case of BibSonomy, 1,757 in the case of CiteULike and
4,420 for Flickr). The results of the experiment are also shown in Table 3. We
can observe that in general the accuracy estimates of all algorithms are increas-
ing. Furthermore, it demonstrates that the difference between 3LTtag and the
other algorithms (including BLL+C) grows substantially larger the more user
“memory” (history) is used. These differences between 3LTtag and BLL+C as
well as between 3LTtag and 3L proved to be statistically significant based on a
Wilcoxon Rank Sum test across all accuracy metrics (F1@5, MRR and MAP)
and all three datasets (see Table 3).

7 Discussion and Conclusion

In this study we have provided empirical evidence for an interaction between the
level of knowledge representation (semantic vs. lexical) and time-based forgetting
in the context of social tagging. Based on the analysis of three large-scale tagging
datasets (BibSonomy, CiteULike and Flickr), we conclude that - as expected -
the gist traces of a user’s personomy (the combination of LDA topics associated
with the bookmarks) are more stable over time than the verbatim traces (the
combination of associated tags). This pattern of results is well in accordance
with research on human memory (e.g., [23]) suggesting that while people tend
to forget surface details they keep quite robust memory traces of the general
meaning underlying the experiences of the past (e.g., the meaning of read words).
The interaction effect suggests that it is worthwhile to differentiate between both,
time-based forgetting as well as the level of knowledge representation in social
tagging research. Moreover, the differential affect of forgetting on the two levels
of processing has further substantiated the differences between tagging behavior
on a semantic level of gist traces and a lexical level of verbatim traces [28].
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(a) BibSonomy (b) BibSonomy (Bmin = 20)

(c) CiteULike (d) CiteULike (Bmin = 20)

(e) Flickr (f) Flickr (Bmin = 20)

Fig. 3. Recall/Precision plots for all the users in the datasets (BibSonomy, CiteULike
and Flickr) and for users with a minimum number of 20 bookmarks (Bmin = 20)
showing the performance of the algorithms for 1–10 recommended tags (k).
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This in turn is in line with cognitive research on social tagging (e.g., [37]) that
suggests to consider a latent, semantic level (e.g., modeled in form of LDA topics)
when trying to understand the variance in the statistical patterns on the manifest
level of users’ tagging behavior.

Finally, we have gathered evidence for our assumption that interactive sys-
tems can be improved by basing them on a thorough understanding of how
humans process information. We note in particular that integrating two fun-
damental principles of human information processing, time-based forgetting and
differentiating into semantic and lexical processing, enhances the accuracy of tag
predictions as compared to a situation when only one of the principles is con-
sidered. Our experiments showed that topics are more stable over time which
means that they are, unless tags, not as suitable to be modelled using the BLL
equation but can improve the results as an activation value on the basis of topic
similarities. Therefore, 3L, that is based on the MINERVA2 theory of human
categorization [1,2] is enhanced by forgetting on the lexical level (3LTtag). This
approach significantly outperforms both the traditional 3L, as well as other well-
established algorithms, such as CF, APR, FR, FM, PITF and the time-based
GIRPTM. Furthermore, 3LTtag also clearly reaches higher levels of accuracy
than BLL+C, the to-date leading time-based tag recommender approach, that
is based on the ACT-R theory of human memory [10] and was introduced in our
previous work [9].

One limitation of this work is the calculation of semantic features (or topics)
of the resources using LDA, which is not only very time-consuming but also
could be biased because of the tag information it is based on. In this respect
an interesting extension for future work would be to additionally conduct our
experiments using external topics of the resources (e.g., Wikipedia categories
as used in [5]). Looking at another aspect, our work has been inspired by the
human memory model ACT-R proposed by Anderson et al. [10], but so far only
investigates the first part of the equation, the recency component. Thus, it would
be very interesting to further extend our approach by additionally investigating
the associative component of the model. Also, as the computations were carried
out with fixed values .5 for the exponent d (3) and the weight β (7), it would be
worth exploring alternative values.

Moreover, we plan to include our algorithms in an actual online social tag-
ging system (e.g., BibSonomy). Only in such a setting it is possible to test
the recommendation performance by looking at user acceptance. Because our
approach is theory-driven, it is rather straightforward to transfer it to recom-
mendations in other interactive systems and Web paradigms where semantic and
lexical processing plays a role (such as, for example, in Web curation). Thus, the
generalization to other paradigms is another important benefit of driving recom-
mender systems research by an understanding of human information processing
on the Web.
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