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Certifying artificial intelligence (AI) systems remains a complex task, particularly as AI development has moved beyond
traditional software paradigms. We investigate the certification of AI systems, focusing on the practical application and
limitations of existing certification catalogues, by attempting to certify a publicly available AI system. We aim to evaluate how
well current approaches work to effectively certify an AI system, and how AI systems, that might not be actively maintained
or initially intended for certification, can be selected and used for a sample certification process. Our methodology involves
leveraging the Fraunhofer AI Assessment Catalogue as a comprehensive tool to systematically assess an AI model’s compliance
with certification standards, focusing on reliability and fairness. We find that while the catalogue effectively structures the
evaluation process, it can also be cumbersome and time-consuming to use. We observe the limitations of an AI system that has
no active development team any more and highlight the importance of complete system documentation. Finally, we identify
some limitations of the used certification catalogues and propose ideas on how to streamline the certification process.
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1 Introduction and Motivation
Artificial intelligence (AI) has evolved, over several decades, to complex machine learning (ML) systems. Recently,
AI systems were increasingly integrated into our daily lives, moving from specialized research labs to mainstream
applications [7]. Today, AI is utilized in many domains such as healthcare [30], human resources [41], industry [10],
research [14], finance [6, 13], and in prominent technologies such as recommender systems for e.g., social networks
[18, 22, 23]. AI now plays a significant role in shaping our interactions with technology and informing decision-
making processes across various sectors [17]. The rapid proliferation of AI applications has raised concerns about
safety, privacy, fairness, and further ethical implications [3, 21]. In response to these challenges, AI governance has
become an increasingly prominent focus for legislators and policymakers worldwide [37]. The European Union’s
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AI Act, for instance, represents a landmark piece of legislation that aims to establish a comprehensive regulatory
framework for AI systems [24]. Since its introduction, certification of AI systems to prove compliance is now more
important than ever. AI certification must address a broad spectrum of concerns, including prediction accuracy,
fairness, transparency, and should consider aspects related to ethics and reproducibility [34, 35, 43].

In our work, we aim to bridge the gap between theoretical certification frameworks and their practical application.
We attempt to certify an existing open-source AI system (emotion recognition in an art installation [26, 27]) using
current certification frameworks. We primarily use the Fraunhofer AI Assessment Catalogue [29] and we draw
comparisons to other catalogues. With this approach, we aim to:

• Identify which parts of the catalogue are most useful and if simplifications or refinements could be beneficial.
• Provide a more practical understanding of the AI certification process, focusing on fairness and reliability.
• Discover the limitations where sample certifications encounter challenges.

2 Background
The growing deployment of AI in critical areas underscores the need for stricter regulation, as seen in approved
medical systems that set a precedent for future frameworks [28, 31]. Worldwide, several organizations are advancing
policy initiatives [25]. The most comprehensive and important for our work is the EU AI Act.

2.1 EU Artificial Intelligence Act
The European Union’s AI Act is currently the most significant and far-reaching regulatory initiative in the field of
AI, and it took effect on 1st of August 2024. The impact of the AI Act will extend far beyond the EU’s boarders
[11]. The AI Act has broad coverage for AI systems used within the European Union. The AI Act defines AI
systems broadly and technology-neutrally, emphasizing functional characteristics rather than specific technologies
(i.e., spanning from basic statistics-based to complex neural network-based predictions) [11]. This approach
moves away from earlier, restrictive definitions, ensuring the framework remains applicable to current and future
AI developments [12]. The AI Act categorizes AI systems into various risk levels and imposes corresponding
requirements, with stricter regulations for higher-risk applications [11]. Key risk categories include: prohibited AI
systems, high-risk AI systems, general-purpose AI systems, AI systems with special transparency obligations, and
limited-risk AI systems.

2.2 Other Initiatives
Internationally, countries like the US have discussed a Blueprint for an AI Bill of Rights [42]. Japan has discussed
developing AI guidelines emphasizing a multi-layered governance framework [9], and has recently even introduced
a bill on AI risk management [36]. The recent AI Action Summit in Paris, also reflects the global acknowledgment
of the need for AI regulation [38].

2.3 Certifying AI
Certification plays a critical role in proving compliance and fostering user trust [5], but AI certification differs
significantly from traditional software certification due to AI’s inherent opacity [43]. CEN, CENELEC, and ETSI
bridge the gap between EU regulations and practical certification frameworks [15]. Furthermore, organizations like
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ISO, IEC, and IEEE are also working on standards, they have yet to establish a comprehensive process connecting
certification and applicable law [25]. The rapidly evolving nature of AI technology poses major challenges for
creating and maintaining effective standards [8]. This underscores the urgent need for a broad framework that
addresses AI’s adaptability and complexity [4]. Addressing these dynamic aspects is essential to develop robust
certification practices that are compliant with the EU AI Act.

2.4 AI Certification Catalogues
Several organizations have created AI certification guidelines, including the “Guideline for Designing Trustworthy
Artificial Intelligence” by Fraunhofer [29], the “Trusted Artificial Intelligence” initiative by TÜV [43], and the
“Auditing Machine Learning Algorithms” proposal by supreme audit institutions in the EU [32]. In this work, we
focus on applying the Fraunhofer AI Assessment Catalogue, which is fully published and provides a comprehensive,
questionnaire-style process centered on documentation and evidence artifacts, unlike the high-level, partially
unpublished TÜV catalogue or the also fully published EU auditing approach, which uses documentation and a
Excel-based tool covering data understanding, model development, performance, and ethical considerations.

3 Methodology for Certification
We applied the Fraunhofer AI Certification Catalogue to an existing AI system to explore and evaluate the
certification process. Our first important step was to find and define an AI system. We chose the facial emotion
recognition component of the RIOT art installation [39], which uses the EmoPy framework [1] for facial emotion
recognition. It uses this technology to interactively adapt the plot of a film [16]. We selected this system because it
is open-source, appears well-documented, and is integrated into a larger application context. Additionally, emotion
recognition is a high risk AI application according to the EU AI Act. First, we compiled a list of all available
documentation, like the RIOT GitHub repository [40] or articles describing the ML component [26, 27], and filled
in some information gaps beforehand to have a complete set of information for our certification attempt. We used
the Fraunhofer Catalogue as the primary certification framework due to its comprehensive nature and full public
availability. In practice, our certification began by defining the AI system and its boundaries, then outlining its life
cycle. We specifically focused on the two risk dimensions we assessed to be of medium risk - fairness and reliability
- which we identified as the most important in the protection requirement analysis. A summary of the Protection
Requirement Analysis can be seen in Table 1, with the full table available in the Arxiv version of this article [2].
The Fraunhofer Catalogue functions like a structured questionnaire, guiding us through each certification step,
leading to our certification decision [29]. After completing this certification process, we analysed and addressed its
key aspects and drew conclusions about the challenges we encountered. We also examined how the two alternative
catalogues we mentioned differ from, and potentially complement, the Fraunhofer approach. Finally, we discussed
the limitations and applicability of these findings, acknowledging both the constraints of our chosen AI application,
namely emotion recognition in an art installation, and the broader challenges of certifying AI systems.

This methodology can be replicated by other researchers by selecting different AI systems relevant to their
context. Researchers could similarly compile detailed system documentation. While the core steps of the Fraunhofer
Catalogue remain fixed, the specific system choice, documentation approach, and risk dimension prioritization can
be adapted to accommodate various use-cases.
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Table 1. Summary for Protection Requirements Analysis for Fairness and Reliability.

Dimension Risk Category Reasoning
Fairness Medium Processes personal data (facial images), output linked to personal be-

haviour but has limited impact on rights.
Reliability Medium Misclassification can degrade user experience but does not cause major

harm.

4 Certification Results
We performed a sample certification of a facial emotion recognition system using the Fraunhofer Catalogue. By
using the Fraunhofer questionnaire as structured guidance, we examined training data representativeness, AI
component modelling choices, feature selection processes, label quality, and other relevant factors. This catalogue-
driven review uncovered significant gaps in documented fairness definitions and target group specifications,
among other shortcomings. Due to these gaps and the resulting lack of clarity around key fairness criteria, we
did not select, apply, or evaluate any quantitative fairness metrics, e.g., based on accuracy differences or model
calibration [19, 20, 33]. A summary of our results for the two key assessed dimensions - fairness and reliability -
can be found in Table 2. A more detailed account of our findings is available in the accompanying paper [2].

Table 2. Certification Summary for Evaluated Dimensions.

Dimension Summary of Risk Analysis
Reliability The system performs well enough within its defined scope, but lacks

complete documentation and robustness testing. It is certifiable with
improvements in testing and documentation.

Fairness Insufficient analysis of potential biases and discriminatory behaviour.
No clear metrics or target groups defined for fairness. Not certifiable
without significant further improvements.

5 Key Findings and Limitations
In the following, we discuss key aspects we found while performing our sample AI certification:

Which parts of the catalogue are most useful, and could there be simplifications or refinements? The AI lifecycle
overview proved especially helpful for gaining a comprehensive understanding of the system’s functionality, while
the detailed risk assessment ensured thorough coverage of potential issues. However, the high level of detail
occasionally led to nearly redundant questions, suggesting that a different structuring could streamline the process.
Additionally, the catalogue’s exclusive focus on documentation, rather than direct examination of code, can be a
strength when dealing with proprietary systems, but it may benefit from supplementary technical checkpoints, such
as those in the TÜV [43] or the “Auditing Machine Learning Algorithms” catalogues [32].
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Providing a more practical understanding of the AI certification process. Selecting a system with solid doc-
umentation and a clear real-world context was crucial for a meaningful certification attempt. The Fraunhofer
Catalogue’s step-by-step, questionnaire-like structure was generally effective in guiding us from initial system
definition through risk analysis to a cross-dimensional assessment, although the process was time-intensive due
to its thoroughness. To focus, our study we did not fully assess all risk dimensions. Even among the ones we did
examine (fairness and reliability), we encountered shortcomings. Most notably, the system’s fairness dimension
failed to meet the certification criteria due to significant gaps in identifying potential biases and discrimination
risks, coupled with the absence of clearly defined metrics (see also the full Arxiv version of this article [2]).

Discovering the limitations where sample certifications encounter challenges. Key limitations were that the
system was no longer actively developed and that it was never initially built for certification. Therefore, the system
had insufficient documentation in places, notably in the fairness dimension. In our case, these information gaps
were not resolved by developers, as the system was no longer in active development. In a typical real-world scenario,
certification findings would lead to refinements, underscoring the importance of ongoing development support. The
lack of an iterative feedback loop meant that shortcomings could not be resolved within this project, highlighting
how real-world AI certifications must allow for continuous improvements and collaboration.

Summed up, the Fraunhofer Catalogue, with its strong emphasis on documentation, effectively pinpoints critical
risks, but requires considerable time, comprehensive system documentation, and an active feedback process with
developers. Our findings illustrate the practical challenges and underscore the need for refinements and ongoing
collaboration to ensure robust, real-world AI certification.

6 Conclusion and Future Research Directions
We highlight the complexity and shortcomings found in a sample AI certification, focusing on fairness and reliability.
The implementation of the Fraunhofer AI Assessment Catalogue demonstrated its effectiveness as a comprehensive
certification tool, particularly in its systematic approach to evaluate AI systems. We also found that the approach
is, at times, bulky and time-consuming. The process showed that lacking documentation or developer support
undermines feasibility. Our findings meet the research objectives by showing strengths and weaknesses of the
approach. In future works, other certification catalogues and methodologies should be considered or integrated to
potentially streamline the process. Another research path is to continue the certification attempt by incorporating
feedback directly into the AI system design, ultimately resulting in a fully certifiable AI application and allowing
for more in-depth analysis of a complete certification cycle. Further research could also focus on developing more
flexible certification methods that adapt to various system states and development scenarios.
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