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ABSTRACT
Point-of-interest (POI) recommender systems help users discover
relevant locations, but their effectiveness is often compromised by
popularity bias, which disadvantages less popular, yet potentially
meaningful places. This paper addresses this challenge by eval-
uating the effectiveness of context-aware models and calibrated
popularity techniques as strategies for mitigating popularity bias.
Using four real-world POI datasets (Brightkite, Foursquare, Gowalla,
and Yelp), we analyze the individual and combined effects of these
approaches on recommendation accuracy and popularity bias. Our
results reveal that context-aware models cannot be considered a uni-
form solution, as the models studied exhibit divergent impacts on
accuracy and bias. In contrast, calibration techniques can effectively
align recommendation popularity with user preferences, provided
there is a careful balance between accuracy and bias mitigation. No-
tably, the combination of calibration and context-awareness yields
recommendations that balance accuracy and close alignment with
the users’ popularity profiles, i.e., popularity calibration.

KEYWORDS
POI recommendations, popularity bias, popularity calibration, algo-
rithmic fairness, user groups, context-aware recommender systems

1 INTRODUCTION
Tourism provides a rich ground for recommender systems (RS),
supporting tasks such as destination planning, hotel, transport,
or points-of-interest (POI) selection [26]. POI recommendations
are particularly challenging, characterized by datasets with high
sparsity and the reliance on observational data rather than explicit
rating data to infer user preferences [6, 25]. Additional complex-
ity is added by the use of contextual features such as geographic
proximity, temporal dynamics, or social network connections to
improve personalization [17, 18, 25, 26]. More recently, social media
data, such as geotagged images, have also been explored to enhance
POI recommendations [26].

A growing body of work highlights fairness and sustainability
concerns in tourism and location-based RS. In this regard, popu-
larity bias [2, 14, 16] poses a significant challenge, where popular
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POI dominate recommendations, limiting exposure to diverse and
lesser-known places, attributed to the sensitivity of many well-
known RS (especially collaborative filtering) to popularity indica-
tions [10, 23]. Popularity bias can lead to unfair treatment of both
item providers, where niche locations receive less exposure [1, 5, 23],
and consumers (i.e., RS users), not catering to those who prefer
less mainstream locations [2, 9, 15, 23]. In tourism, this can elevate
overcrowding, environmental degradation, or reduced user satisfac-
tion [1, 5, 23]. Several studies explore how RS might mitigate such
effects: Massimo and Ricci [20] explore the trade-offs between ac-
curacy and novelty in POI recommendation, concluding that users
prioritize precision over novelty and struggle to assess unknown
suggestions. Banerjee et al. [5], Rahmani et al. [22, 23] find context-
aware POI recommendation models that incorporate geographical,
temporal, social, or categorical information to produce more di-
verse recommendation lists than traditional RS (e.g., collaborative
filtering). Abdollahpouri et al. [4] introduce calibrated popularity
(CP), a user-centered debiasing method that aligns the distribution
of head, mid, and tail (H, M, T) items in recommendation lists with
users’ historical interaction patterns.

Although prior research highlights the potential of context-
awareness [5, 23] and CP [4, 13, 19, 30] as effective strategies to
mitigate popularity bias, these two approaches have so far been
studied in isolation. To our knowledge, CP has not yet been ap-
plied in the context of POI recommendation, nor combined with
context-aware models. This raises questions about whether these
strategies complement each other and how they jointly affect the
trade-off between accuracy and popularity bias. In our work, we
address this research gap by systematically evaluating CP and two
well-known context-aware models, a LOcation REcommendation
approach (LORE) [33] and a collaborative filtering model that har-
nesses U ser preference, Social influence, and Geographical influ-
ence (USG) [32], independently and in combination, and comparing
them to the non-contextualized baseline Bayesian Personalized
Ranking (BPR) [24]. Using four real-world POI datasets (Brightkite,
Foursquare, Gowalla, and Yelp), we group users based on their pref-
erence for popular locations (𝐿𝑜𝑤𝑃𝑜𝑝 ,𝑀𝑒𝑑𝑃𝑜𝑝 , and𝐻𝑖𝑔ℎ𝑃𝑜𝑝), and
analyze how the RS approaches impact accuracy and popularity
within these groups. We formulate two research questions:
RQ1. To what extent can context-aware recommendations (LORE,
USG) and calibration-based debiasing (CP) individually mitigate
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popularity bias in POI recommendations, and how does this impact
accuracy, compared to a non-contextual baseline (BPR)?
RQ2. Does the combination of context-aware POI recommenda-
tions and calibration-based debiasing (CP) improve the trade-off
between recommendation accuracy and popularity bias, compared
to their respective purely context-aware versions (LORE, USG)?

Our results show that non-contextualized models like BPR dis-
advantage 𝐿𝑜𝑤𝑃𝑜𝑝 users, while the performance of context-aware
models depends predominantly on the model and dataset. CP helps
align recommendations with user preferences, but may affect ac-
curacy (RQ1). Combining CP with context-aware models yields
interesting results: USG combined with CP achieves higher accu-
racy, but retains more popularity bias, while LORE combined with
CP increases the popularity of the LORE base version, yet offers
the closest match to user popularity profiles out of all methods and
combinations studied in our work. Our findings provide valuable
insights for researchers and practitioners working on mitigating
popularity bias in POI recommendation systems and can inform
the design of user studies aimed at evaluating user experience.

2 METHOD
2.1 Datasets
In our work, we leverage four datasets commonly used in tourism
and POI recommendation research [5, 23, 25, 29, 35]: Foursquare1,
Yelp2, Brightkite3, and Gowalla4. Due to limited space, we illus-
trate results only for Foursquare and Yelp, but provide them for all
four datasets on GitHub5. Each dataset includes user ID, timestamp,
check-in location, and POI coordinates. To reduce the computational
costs of our study, we create data samples. The Foursquare sample
includes 1,500 users, 2,804 items, and 69,401 unique check-ins (spar-
sity = 98.4%). Our Yelp sample includes 1,500 users, 4,515 items,
and 35,288 unique check-ins (sparsity = 99.5%). We group users
by their average profile popularity, based on normalized location
check-in frequencies [3, 15]: the bottom 20% (𝐿𝑜𝑤𝑃𝑜𝑝), middle 60%
(𝑀𝑒𝑑𝑃𝑜𝑝), top 20% (𝐻𝑖𝑔ℎ𝑃𝑜𝑝). We similarly classify items as tail (T,
bottom 20%), mid (M, middle 60%), and head (H, top 20%) [4, 30].
Finally, we apply a user-based temporal split [25] to create training
(65%), validation (15%), and test (20% most recent check-ins) sets.

2.2 Popularity Bias Mitigation
Context-Aware POI Recommendation.We use two well-known
POI recommendation models, which are implemented in the CAPRI
framework6. The first model, LORE, integrates sequential, social,
and geographical influences by combining additive Markov chains
with a location-location transition graph to model user movement
patterns and POI transitions [33]. The second model, USG, is a hy-
brid model that combines user- and friend-based collaborative filter-
ing with geographical influence using a naive Bayes approach [32].

1https://www.kaggle.com/datasets/chetanism/foursquare-nyc-and-tokyo-checkin-
dataset
2https://www.yelp.com/dataset
3https://snap.stanford.edu/data/loc-brightkite.html
4https://snap.stanford.edu/data/loc-gowalla.html
5https://github.com/andreafooo/POI_RS_PopBias_Mitigation
6https://github.com/CapriRecSys/CAPRI

We do not use data on social relations in our models and experi-
ments, since not all of our datasets contain such information.
Calibrated Popularity (CP). CP is a re-ranking method that ad-
justs a base recommendation list to better reflect a user’s historical
preferences for item popularity levels. Proposed by Abdollahpouri
et al. [4] and based on the idea of calibrated recommendations by
Steck [28], CP selects a refined recommendation list 𝐿∗𝑢 of size 𝑛
from a larger base list 𝐿𝑢 of size𝑚, using a weighted optimization
that balances item relevance and distributional similarity.
The optimization is guided by a trade-off parameter 𝜆 ∈ [0, 1],
controlling the balance between relevance Rel(𝐿𝑢 ) based on item
scores from the recommendation model, and calibration measured
by the Jensen-Shannon divergence ℑ(𝑃,𝑄 (𝐿𝑢 )) between the user’s
historical popularity distribution 𝑃 and the recommendation list’s
distribution 𝑄 . Higher divergence indicates a stronger mismatch
between what the user prefers and what is recommended, resulting
in a greater penalty. This is formally given by:

𝐿∗𝑢 = arg max
𝐿𝑢 , |𝐿𝑢 |=𝑛

((1 − 𝜆) · Rel(𝐿𝑢 ) − 𝜆 · ℑ(𝑃,𝑄 (𝐿𝑢 ))) (1)

The final list 𝐿∗𝑢 is constructed iteratively via greedy optimization,
where at each step, the item that maximizes the weighted trade-off
between relevance and calibration is selected. To further personalize
the debiasing procedure, we optimize 𝜆 separately for each user
group (𝐿𝑜𝑤𝑃𝑜𝑝 ,𝑀𝑒𝑑𝑃𝑜𝑝 , and 𝐻𝑖𝑔ℎ𝑃𝑜𝑝) via grid search, resulting
in group-specific parameters that are inserted into Equation (1).
The optimal 𝜆 values are found by:
𝐶𝑃𝐻 :Maximizing the harmonic mean 𝐻 of accuracy (nDCG) and
calibration (1 - ℑ), following Lesota et al. [19]:

𝜆 =
nDCG𝑔 ·

(
1 − ℑ𝑔 (𝑃,𝑄)

)
nDCG𝑔 +

(
1 − ℑ𝑔 (𝑃,𝑄)

) (2)

𝐶𝑃ℑ: minimizing Jensen-Shannon divergence directly by setting
𝜆 = 1, prioritizing calibration over accuracy, denoted as 𝐶𝑃ℑ.

2.3 Training and Evaluation
We generate baseline recommendations (BPR) using RecBole7 [34]
and the context-aware recommendations (LORE and USG) using
CAPRI8 [29]. To foster reproducibility [27], our code and data sam-
ples are publicly available via GitHub9. We train the models for 200
epochs, optimizing learning rate, embedding size, and batch size
on the validation sets. The top-150 recommendations per user are
stored for 𝐶𝑃𝐻 and 𝐶𝑃ℑ as a basis for re-ranking to evaluate the
final top-10 recommendations. In this study, we evaluate accuracy
via nDCG[11, 12, 31]. The evolution of the recommendation popu-
larity, and consequently, the level of popularity bias, is measured
by average recommendation popularity (ARP) [4, 21] and the popu-
larity lift (PopLift) [21]. While ARP illustrates the popularity of the
recommendations of each user, PopLift helps to reflect whether the
popularity of the recommendations is higher, lower, or close to the
popularity of items in the user profile for each user group.

7https://github.com/RUCAIBox/RecBole/tree/master
8https://github.com/CapriRecSys/CAPRI
9https://github.com/andreafooo/POI_RS_PopBias_Mitigation
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Table 1: RQ1. Performance of context-aware recommendation models and CP applied on BPR in relation to the BPR baseline.
Metrics include nDCG, ARP, and PopLift. Symbols indicate the preferred direction for each metric: ↓ (lower is better), ↑ (higher
is better), and→ 0 (closer to zero is better), and best values are shown in bold. For BPR, absolute values are shown; Δ% values
for LORE, USG 𝐶𝑃𝐻 and 𝐶𝑃ℑ. Significant relations are indicated by ** via t-test (𝑝 < 0.05), Bonferroni-corrected for each metric.

Group nDCG ↑ | Δ% nDCG ARP ↓ | Δ% ARP PopLift → 0 | Δ% PopLift
BPR 99 LORE USG 𝐶𝑃𝐻 𝐶𝑃ℑ BPR 99 LORE USG 𝐶𝑃𝐻 𝐶𝑃ℑ BPR 99 LORE USG 𝐶𝑃𝐻 𝐶𝑃ℑ

Foursquare
𝐿𝑜𝑤𝑃𝑜𝑝 0.0395 99 -56.62%** -43.28%** +0.54% -21.28% 0.0795 99 -91.30%** +94.71%** -0.08% -30.97%** 4.3299 99 -110.89%** +149.05%** -0.11% -39.98%**
𝑀𝑒𝑑𝑃𝑜𝑝 0.1084 99 -88.77%** -11.81%** -0.04% -14.92%** 0.1009 99 -93.69%** +32.79%** -0.41%** -17.69%** 2.2977 99 -134.47%** +48.68%** -0.72%** -26.28%**
𝐻𝑖𝑔ℎ𝑃𝑜𝑝 0.1655 99 -96.63%** -2.11% -0.14% -6.43%** 0.1089 99 -94.31%** +18.09%** -0.37%** -6.85%** 1.2302 99 -171.04%** +33.50%** -0.82%** -13.57%**
𝐴𝑙𝑙 0.1060 99 -88.83%** -11.13%** -0.03% -12.74%** 0.0982 99 -93.44%** +39.55%** -0.35%** -17.44%** 2.4906 99 -129.88%** +82.08%** -0.52%** -29.79%**

Yelp
𝐿𝑜𝑤𝑃𝑜𝑝 0.0192 99 +126.17%** +12.65% +6.94% +6.94% 0.0040 99 -63.60%** -15.61%** -38.46%** -38.46%** 1.7702 99 -101.15%** -25.27%** -65.20%** -65.20%**
𝑀𝑒𝑑𝑃𝑜𝑝 0.0304 99 -33.66%** +2.22% +1.15% -27.81%** 0.0079 99 -75.92%** -5.00%** -0.14%** -35.00%** 2.3983 99 -107.50%** -7.77%** -0.22%** -50.67%**
𝐻𝑖𝑔ℎ𝑃𝑜𝑝 0.0650 99 -75.53%** -0.94% +0.00% -17.65%** 0.0093 99 -74.34%** +0.54% -0.01% -18.58%** 1.0542 99 -145.19%** +1.13% -0.04% -37.78%**
𝐴𝑙𝑙 0.0350 99 -31.70%** +2.19% +1.36% -20.24%** 0.0074 99 -74.20%** -4.74%** -4.21%** -31.24%** 2.0039 99 -110.34%** -9.93%** -11.68%** -51.88%**

Table 2: RQ2. Evaluation results for LORE and USG algorithms combined with 𝐶𝑃𝐻 and 𝐶𝑃ℑ methods. Results for LORE 𝐵𝑎𝑠𝑒

and USG 𝐵𝑎𝑠𝑒 are equivalent to LORE and USG from Table 1 (best values are shown in bold); Δ% values per metric between 𝐵𝑎𝑠𝑒

and 𝐶𝑃𝐻 /𝐶𝑃ℑ in brackets, showing any significant t-test differences (𝑝 < 0.05 as **), Bonferroni-corrected for each metric.

Model Group nDCG ↑ (Δ% nDCG) ARP ↓ (Δ% ARP) PopLift→ 0 (Δ% PopLift)
𝐵𝑎𝑠𝑒 99 𝐶𝑃𝐻 𝐶𝑃ℑ 𝐵𝑎𝑠𝑒 99 𝐶𝑃𝐻 𝐶𝑃ℑ 𝐵𝑎𝑠𝑒 99 𝐶𝑃𝐻 𝐶𝑃ℑ

Foursquare
LORE 𝐿𝑜𝑤𝑃𝑜𝑝 0.0172 99 0.0255 (+48.51%) 0.0255 (+48.51%) 0.0069 99 0.0119 (+72.26%**) 0.0119 (+72.26%**) -0.4715 99 -0.1371 (+70.92%**) -0.1371 (+70.92%**)
LORE 𝑀𝑒𝑑𝑃𝑜𝑝 0.0122 99 0.0212 (+74.07%**) 0.0212 (+74.07%**) 0.0064 99 0.0132 (+107.75%**) 0.0132 (+107.75%**) -0.7920 99 -0.5712 (+27.88%**) -0.5712 (+27.88%**)
LORE 𝐻𝑖𝑔ℎ𝑃𝑜𝑝 0.0056 99 0.0200 (+258.16%**) 0.0200 (+258.16%**) 0.0062 99 0.0149 (+139.93%**) 0.0149 (+139.93%**) -0.8740 99 -0.6986 (+20.06%**) -0.6986 (+20.06%**)
LORE 𝐴𝑙𝑙 0.0118 99 0.0218 (+83.99%**) 0.0218 (+83.99%**) 0.0064 99 0.0133 (+106.32%**) 0.0133 (+106.32%**) -0.7443 99 -0.5099 (+31.50%**) -0.5099 (+31.50%**)
USG 𝐿𝑜𝑤𝑃𝑜𝑝 0.0224 99 0.0228 (+1.72%) 0.0222 (-1.03%) 0.1548 99 0.1353 (-12.62%**) 0.1247 (-19.47%**) 10.7837 99 9.0601 (-15.98%**) 7.9484 (-26.29%**)
USG 𝑀𝑒𝑑𝑃𝑜𝑝 0.0956 99 0.0937 (-2.03%) 0.0912 (-4.58%) 0.1340 99 0.1287 (-3.90%**) 0.1189 (-11.26%**) 3.4161 99 3.2405 (-5.14%) 2.9022 (-15.04%**)
USG 𝐻𝑖𝑔ℎ𝑃𝑜𝑝 0.1620 99 0.1602 (-1.12%) 0.1552 (-4.15%) 0.1286 99 0.1253 (-2.56%) 0.1168 (-9.19%**) 1.6424 99 1.5728 (-4.24%) 1.3966 (-14.97%**)
USG 𝐴𝑙𝑙 0.0942 99 0.0928 (-1.54%) 0.0902 (-4.27%) 0.1371 99 0.1294 (-5.62%**) 0.1196 (-12.72%**) 4.5349 99 4.0709 (-10.23%**) 3.6103 (-20.39%**)

Yelp
LORE 𝐿𝑜𝑤𝑃𝑜𝑝 0.0434 99 0.0426 (-1.69%) 0.0390 (-10.03%) 0.0014 99 0.0014 (+0.00%) 0.0015 (+5.37%) -0.0203 99 -0.0210 (-3.66%) 0.0052 (+125.79%)
LORE 𝑀𝑒𝑑𝑃𝑜𝑝 0.0201 99 0.0254 (+26.22%) 0.0254 (+26.22%) 0.0019 99 0.0022 (+16.65%**) 0.0022 (+16.65%**) -0.1798 99 -0.0473 (+73.71%**) -0.0473 (+73.71%**)
LORE 𝐻𝑖𝑔ℎ𝑃𝑜𝑝 0.0159 99 0.0269 (+68.99%) 0.0269 (+68.99%) 0.0024 99 0.0032 (+34.00%**) 0.0032 (+34.00%**) -0.4764 99 -0.3043 (-36.12%**) -0.3043 (-36.12%**)
LORE 𝐴𝑙𝑙 0.0239 99 0.0292 (+21.79%) 0.0284 (+18.77%) 0.0019 99 0.0023 (+18.46%**) 0.0023 (+19.29%**) -0.2072 99 -0.0934 (+54.91%**) -0.0882 (+57.44%**)
USG 𝐿𝑜𝑤𝑃𝑜𝑝 0.0216 99 0.0246 (+14.09%) 0.0246 (+14.09%) 0.0033 99 0.0022 (-35.61%**) 0.0022 (-35.61%**) 1.3230 99 0.4271 (-67.72%**) 0.4271 (-67.72%**)
USG 𝑀𝑒𝑑𝑃𝑜𝑝 0.0310 99 0.0315 (+1.58%) 0.0274 (-11.89%) 0.0075 99 0.0075 (+0.00%) 0.0048 (-35.75%**) 2.2118 99 2.2066 (-0.23%) 1.0415 (-52.91%**)
USG 𝐻𝑖𝑔ℎ𝑃𝑜𝑝 0.0644 99 0.0644 (+0.00%) 0.0496 (-22.87%) 0.0094 99 0.0093 (-0.26%) 0.0075 (-19.45%**) 1.0661 99 1.0605 (-0.53%) 0.6456 (-39.44%**)
USG 𝐴𝑙𝑙 0.0358 99 0.0367 (+2.52%) 0.0313 (-12.70%) 0.0070 99 0.0068 (-3.55%) 0.0048 (-31.41%**) 1.8049 99 1.6215 (-10.16%**) 0.8395 (-53.49%**)

3 RESULTS
RQ1. Independent Impact of Context-Awareness and Popu-
larity Calibration.We depict our results for RQ1 in Table 1 and
evaluate how the context-aware recommendation models LORE
and USG, as well as popularity calibration, (1) optimized for the
weighted mean between nDCG and ℑ (𝐶𝑃𝐻 ), and (2) optimized to
minimize ℑ (𝐶𝑃ℑ), perform independently compared to the non-
contextualized BPR baseline.

The impact of context-awareness depends on the chosen model
and dataset10. LORE significantly lowers ARP and PopLift for all
user groups in both datasets, effectively diminishing popularity
bias and delivering niche recommendations, but often at the cost of
lower accuracy, except for niche user groups like 𝐿𝑜𝑤𝑃𝑜𝑝 , where
accuracy is significantly improved in the Yelp dataset. Figure 1
shows that T-items increase in all groups in LORE 𝐵𝑎𝑠𝑒 compared
to the user profile. USG has a contrary effect in Foursquare and
leads to a significant increase in ARP and PopLift for all user groups,
thus increasing the level of popularity bias, compared to the general
baseline. Simultaneously, accuracy decreases significantly for all

10For full results on all datasets, please see: https://github.com/andreafooo/POI_RS_
PopBias_Mitigation

user groups, except𝐻𝑖𝑔ℎ𝑃𝑜𝑝 , where the decrease is non-significant.
The context-aware algorithm leads to better results on Yelp with
a significant decline in ARP and PopLift, and a non-significant
increase in nDCG for all user groups except 𝐻𝑖𝑔ℎ𝑃𝑜𝑝 .

𝐶𝑃𝐻 leads to a significant decrease in ARP and PopLift for all
user groups except 𝐿𝑜𝑤𝑃𝑜𝑝 in Foursquare, whilst not significantly
impacting accuracy. The same is evident in the Yelp dataset, except
for 𝐻𝑖𝑔ℎ𝑃𝑜𝑝 , where no significant changes are observed using the
accuracy-oriented calibration technique. This can also be seen in
Figure 1, where BPR 𝐵𝑎𝑠𝑒 is heavily biased towards the most popu-
lar H-items, while 𝐶𝑃𝐻 approximates the distribution for 𝐿𝑜𝑤𝑃𝑜𝑝

users and increases accuracy, yet fails to do so for the other groups.
𝐶𝑃ℑ, optimized to align the popularity of the recommendations
with the user profile, has more profound effects on both accuracy
and popularity bias, leading to significant decreases in accuracy
and popularity bias for all users in the Foursquare dataset, except
for the 𝐿𝑜𝑤𝑃𝑜𝑝 users’ accuracy. In Yelp, a significant decline in
ARP and PopLift, hence a reduced level of popularity bias, is evi-
dent for all user groups. However, this also impacts accuracy for all
groups, except 𝐿𝑜𝑤𝑃𝑜𝑝 , where a non-significant increase in nDCG

https://github.com/andreafooo/POI_RS_PopBias_Mitigation
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Figure 1: RQ1 & RQ2. Comparing the item group ratios (T, M, H) in the groups’ user profiles to the ones in BPR 𝐵𝑎𝑠𝑒, LORE 𝐵𝑎𝑠𝑒,
𝐶𝑃𝐻 , and 𝐶𝑃ℑ in Yelp. Other datasets and approaches are omitted due to space constraints (see our GitHub for full results).

is achieved after calibration. In Yelp, 𝐶𝑃ℑ approximates the distri-
bution of H- and M- items to the user profile, yet T-items remain
underrepresented (see Figure 1).

In the PopLift metric, the baseline and calibrated BPR recommen-
dations and USG produce recommendations that exceed the user
profile’s popularity level, thus being biased towards popular items.
In contrast, LORE delivers recommendations below the user pro-
file’s popularity level, thus being biased towards unpopular items
(see LORE 𝐵𝑎𝑠𝑒 in Figure 1) and yielding the highest accuracy for
𝐿𝑜𝑤𝑃𝑜𝑝 users, also suggesting potential for better personalization
among underrepresented users.

RQ2. Combined Impact of Context-Awareness and Popularity
Calibration. To address RQ2, we evaluate the effects of combining
context-aware recommendation models USG and LORE with 𝐶𝑃𝐻
and 𝐶𝑃ℑ against their respective 𝐵𝑎𝑠𝑒 (top-10 recommendations
without calibration) results, and depict them in Table 2.

LORE (𝐵𝑎𝑠𝑒) recommends less popular items than the user profile,
as highlighted by the negative PopLift values in Foursquare and
Yelp, or the over-representation of T-items in Figure 1. Applying
CP-based re-ranking to LORE improves accuracy in Foursquare for
all groups except 𝐿𝑜𝑤𝑃𝑜𝑝 , but also increases the popularity of the
recommended items, thereby reducing diversity. Nonetheless, our
analysis of the PopLift metric suggests that, despite this increase in
popularity, the combination of LORE with CP aligns the popularity
distribution of the recommendations more closely with the user
profile than other methods and combinations, also managing to
include T-items in the recommendation lists of all user groups, as
opposed to applying CP to BPR.

USG (𝐵𝑎𝑠𝑒), in combination with the accuracy-oriented 𝐶𝑃𝐻 ,
shows no significant impact on nDCG in either dataset. We gener-
ally observe a positive, yet non-significant, effect on the 𝐿𝑜𝑤𝑃𝑜𝑝 ac-
curacy in both datasets. Concerning popularity bias, in Foursquare,
the combination significantly reduces ARP for all groups except
𝐻𝑖𝑔ℎ𝑃𝑜𝑝 , and improves PopLift significantly for 𝐿𝑜𝑤𝑃𝑜𝑝 and All.
However, as illustrated in Table 1, USG 𝐵𝑎𝑠𝑒 exhibits a particularly
high level of popularity bias in Foursquare, creating recommenda-
tions more than 10 times as high as the user profile for 𝐿𝑜𝑤𝑃𝑜𝑝

users, vs. 4 times as high for BPR. In Yelp, where BPR and USG
yield similar results, combining USG and𝐶𝑃𝐻 significantly reduces
both popularity bias metrics for 𝐿𝑜𝑤𝑃𝑜𝑝 , while leading to equal
levels or non-significant increases in accuracy for the user groups.
The combination of USG with 𝐶𝑃ℑ consistently reduces ARP and
PopLift across all user groups in both datasets. These reductions
are statistically significant, indicating popularity bias mitigation
while maintaining accuracy and reducing bias.

4 DISCUSSION AND CONCLUSION
In this paper, we evaluated the effectiveness of context-awareness
and popularity calibration to mitigate popularity bias in POI rec-
ommendation. In general, we find that the effectiveness of context-
awareness varies substantially between models, while the effective-
ness of CP can vary for different user groups and is dictated by the
chosen 𝜆 that balances accuracy and calibration. The combination
of context-awareness and CP helps counteract the shortcomings of
both methods when applied individually.

The two context-aware models yield contrasting results, with
LORE producing the most niche recommendations and USG pro-
ducing the most biased recommendations in all datasets except
Yelp. In all four datasets, the combination of BPR and 𝐶𝑃𝐻 hardly
improves the biased item distribution and popularity bias, espe-
cially for𝑀𝑒𝑑𝑃𝑜𝑝 and 𝐻𝑖𝑔ℎ𝑃𝑜𝑝 users, whereas 𝐶𝑃ℑ approximates
the distribution in the user profile, except for T-items that remain
underrepresented, suggesting a lack of T-items in the top-150 rec-
ommendations produced by BPR that form the basis for the re-
ranking (RQ1). Combining context-aware RS and CP, especially
LORE, increases the accuracy and popularity of recommendations,
thus reducing the over-representation of T-items in the LORE base-
line while producing recommendations that closely align with the
item distribution and PopLift in the user profile. In our study, the
combination of LORE and CP is the only method that accurately
reflects the distribution of T-items of the user profile in the recom-
mendation lists, suggesting that the combination can counteract
the algorithms’ low user fairness that was discussed in previous
research [23] (RQ2).
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Future Work. To validate these findings and assess their practical
relevance, in our future work, we plan to investigate the effects
of context-aware and calibration-based combinations in user stud-
ies, particularly focusing on their impact on user satisfaction and
perceived recommendation quality across different user groups.
In addition, we plan to study how these methods impact other
RS stakeholders, in particular POI providers, as well, by following
principles of multistakeholder RS evaluation [7, 8].
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