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Abstract
Recommender systems often rely on sub-symbolicmachine learning
approaches that operate as opaque black boxes. These approaches
typically fail to account for the cognitive processes that shape user
preferences and decision-making. In this vision paper, we propose
a hybrid user modeling framework based on the cognitive architec-
ture ACT-R that integrates symbolic and sub-symbolic representa-
tions of humanmemory. Our goal is to combine ACT-R’s declarative
memory, which is responsible for storing symbolic chunks along
sub-symbolic activations, with its procedural memory, which con-
tains symbolic production rules. This integration will help simulate
how users retrieve past experiences and apply decision-making
strategies. With this approach, we aim to provide more transparent
recommendations, enable rule-based explanations, and facilitate
the modeling of cognitive biases. We argue that our approach has
the potential to inform the design of a new generation of human-
centered, psychology-informed recommender systems.

CCS Concepts
• Information systems→ Decision support systems; • Com-
puting methodologies→ Artificial intelligence.
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1 Introduction
Recommender systems are essential in today’s digital ecosystems,
yet most rely on opaque, sub-symbolic models such as deep neural
networks. These approaches lack transparency and often do not
account for cognitive processes underlying human decision-making
behavior [21, 25]. Hybrid artificial intelligence (AI) systems that
integrate symbolic reasoning with sub-symbolic learning offer a
promising alternative [5] to advance human-centric personaliza-
tion [27]. This mirrors dual-process theories in cognitive psychol-
ogy, which distinguish fast, intuitive processes (i.e., System 1) from
slower, deliberative reasoning (i.e., System 2) [11]. However, many
recommender systems do not incorporate these cognitive theories.

Cognitive architectures such as ACT-R (Adaptive Control of
Thought Rationale) [2] offer a psychologically grounded hybrid
framework that aligns with these theories. ACT-R is a computa-
tional framework that simulates human cognition, such as percep-
tion, memory, attention, learning, and decision-making [13], via
interacting memory modules. Its declarative memory models mem-
ory retrieval using symbolic chunks and sub-symbolic activation,
while its procedural memory governs symbolic decision making via
production rules. Production rules in ACT-R are IF-THEN condition-
action pairs that determine user behavior.

In prior work in recommender systems, ACT-R’s declarative
memory has been used to model recency and frequency effects
in user behavior [14, 15, 17, 18, 20, 22, 24, 29]. However, the sym-
bolic reasoning capabilities of ACT-R’s procedural memory remain
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largely untapped, except for attempts in somewhat related fields
like Web navigation [10, 23].

In this paper, we propose a hybrid framework integrating ACT-
R’s declarative and procedural memory modules to better capture
human decision-making and enable transparent personalization.

2 Background: ACT-R Architecture
ACT-R (i.e., Adaptive Control Thought Rationale) is a modular
cognitive architecture designed to simulate human cognition via
interacting memory modules [2]. Its hybrid architecture supports
sub-symbolic mechanisms, such as knowledge retrieval from declar-
ative memory, and symbolic processes encoded as procedural rules
in procedural memory [2]. The declarative memory stores knowl-
edge in the form of chunks, and simulates human-like knowledge
retrieval through ACT-R’s activation equation, while the activation
of a chunk is influenced by recency, frequency, and the current
context in which the knowledge is used. The procedural memory
governs behavior through symbolic production rules, i.e., symbolic
IF-THEN statements, representing decision-making strategies.

One main component of ACT-R’s declarative memory module
is the activation equation. Here, each user interaction can be rep-
resented as a chunk. The activation 𝐴𝑖 of a chunk 𝑖 for a user 𝑢 is
computed using the activation equation [2]:

𝐴𝑖 = 𝐵𝑖 +
∑︁
𝑗

𝑊𝑗 · 𝑆 𝑗,𝑖 (1)

where 𝐵𝑖 is the base-level activation, which denotes the relevance
of chunk 𝑖 over time, based on the frequency and recency of its
prior use, computed according to the power law of forgetting, which
models how the activation of memory traces decay over time [3]:

𝐵𝑖 = 𝑙𝑛
©­«

𝑛∑︁
𝑗 = 1

𝑡−𝑑𝑗
ª®¬ (2)

In this equation, 𝑛 denotes the number of prior occurrence (i.e.,
frequency) of chunk 𝑖 , 𝑡 𝑗 indicates the time since the 𝑗 th occurrence,
and𝑑 is a decay parameter thatmodels the rate at which information
becomes less accessible in memory. The exponent 𝑡−𝑑

𝑗
formalizes

the power law of forgetting.
The second part of Equation 1, i.e.,

∑
𝑗𝑊𝑗 · 𝑆 𝑗,𝑖 , accounts for

the associative activation of chunk 𝑖 , which reflects its contextual
relevance given the current state or focus of the user. The under-
lying intuition is that a chunk is more likely to be retrieved if it
has strong semantic or episodic connections to what the user is
currently doing or has recently interacted with [1]. This component
models how strongly chunk 𝑖 is associated with other chunks 𝑗 that
are currently active in working memory or the knowledge retrieval
context;𝑊𝑗 denotes the attentional weight of context element 𝑗
and 𝑆 𝑗,𝑖 the strength of association between chunk 𝑗 and chunk 𝑖 ,
typically computed based on co-occurrence frequencies.

3 Our Vision: Hybrid Modeling Approach
We propose a hybrid framework, depicted in Figure 1, that inte-
grates memory-based retrieval from ACT-R’s declarative memory
with rule-based decision strategies from its procedural memory.
In our framework, chunks in declarative memory represent previ-
ously interacted items, such as songs or articles. While these chunks

primarily encode item-level information, they may also include con-
textual metadata (e.g., time of day) to support context-aware rule
reasoning. The system computes each chunk’s activation based on
its recency, frequency, and relevance to the current context. The
system uses base-level activation (see Equation 2) and optional
extensions (e.g., spreading, partial matching) to compute relevance.
The most highly activated chunks form the basis for recommenda-
tions. For instance, in a music recommendation scenario, a chunk
may represent a previously played track, and its activation reflects
how likely the user is to want to listen to it or a similar track next.

Additionally, production rules are applied that modify chunk
activations based on symbolic reasoning. These rules model behav-
ioral patterns such as novelty seeking, daily routines (e.g., morning
playlists), or preference shifts, and are triggered by factors such as
item sequences, recurring behaviors, or contextual cues.

3.1 Production Rules
Production rules are symbolic IF-THEN structures that simulate
how users evaluate recommendations, apply heuristics, and pur-
sue goals. Such rules can be informed by psychological theory,
derived from interaction data, or learned through user studies. In
the context of recommender systems, we use them to simulate user
strategies or heuristics, such as preferences for novelty, recurring
listening patterns, or contextual behavior (e.g., time-of-the-day be-
havior). For example, IF the user listened to a track from an album
THEN boost the next track of the album. Or IF the user frequently
listens to a song every morning, THEN increase its activation in the
morning context. When the condition of a rule is met, it modifies
the activation of one or more chunks, thereby influencing which
recommendations are generated for the user. A straightforward
implementation could be additive:

𝐴𝑘 ← 𝐴𝑘 + 𝑣𝑟 , for each 𝑖𝑘 ∈ 𝐶𝑟 (3)

where 𝑣𝑟 is the influence weight of the rule and 𝐶𝑟 is the list of
chunks to boost.

3.1.1 Classes of Rule Conditions. We define three broad classes of
rule conditions, all of which can be extracted from user interactions:
• Sequential (Prefix) Rules: These rules are triggered when
a sequence of items occurs in the user’s interaction history.
For instance, if a user listens to tracks A → B → C, the
system may learn a rule to prioritize track D next. Formally,
we can represent a user’s interaction history as an ordered
list of item chunks

𝐶 = (𝑖1, 𝑖2, ...., 𝑖𝑛), 𝑖𝑘 ∈ 𝐼 , (4)

where 𝐼 is the set of all possible items, and items may be
duplicated (i.e., 𝑖𝑘 may equal 𝑖𝑙 , for 𝑘 ≠ 𝑙). A prefix rule
fires when a known subsequence 𝐼𝑝𝑚 ⊆ 𝐶𝑛−𝑤,𝑛 is detected
within a lookback window𝑤 . When triggered, it boosts the
activation of predicted items. To mine sequential rules, we
aim to experiment with sequential rule mining algorithms,
such as RuleGrowth [8] to identify rules of the form 𝑋 → 𝑌 ,
where 𝑋 and 𝑌 are unordered sets of items. If 𝑋 appears in
a user’s interaction history, we can boost the activation of
item chunks matching 𝑌 , formally defined as 𝐶𝑟 = (𝑖𝑘 ∈ 𝐶 |
𝑖𝑘 ∈ 𝑌 ) (e.g., using Equation 3)
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Figure 1: Visualization of our envisioned hybrid modeling approach based on ACT-R. The declarative memory stores item
interactions as chunks and computes initial activations. The IF conditions of the production rules in the procedural memory
are checked against these activations and could lead to reweighted activations. The items associated with the highest reweighted
activations form our top-𝑘 recommendations, for which explanations are provided based on the applied production rules.

• Periodic Rules: These rules capture periodic occurrences
of items, such as a user listening to their favorite song every
few songs. We can represent this by identifying items that
are repeatedly consumed within an item-based window:

𝑖𝑝 ∈ 𝐶𝑛−𝑤𝑚𝑎𝑥 ,𝑛−𝑤𝑚𝑖𝑛
(5)

Here, 𝑤min and 𝑤max denote the interval in which items
reoccur. To extract periodic rules, we plan to explore periodic
pattern mining algorithms, such as PFPM [7].
• Context-aware Rules: These rules incorporate external sig-
nals such as time, day, or device. To identify context-aware
rules, we can extract co-occurrences between items andmeta-
data. Furthermore, we plan to leverage time series analysis
to identify seasonality effects, such as listening to festive mu-
sic during the winter holidays. To extract time-aware rules,
we aim to investigate partial periodic pattern [12] mining
algorithms, such as RP-growth [12] or LPP-growth [9].

3.1.2 Rule Adaptation. In our proposed framework, production
rules can be adapted to different levels of granularity, enabling a
tradeoff between personalization and generalization. At the indi-
vidual level, rules are derived from a user’s behavior, in line with
ACT-R as a cognitive model of individual behavior. Such rules cor-
respond to personal preferences, goals, and individual strategies. At
the same time, rules can be aggregated across groups of users with
similar behavior and characteristics, such as user demographics, cul-
tural background, or shared preferences (e.g., a group’s preference
for music from their home country). Corresponding group-level
rules allow for capturing patterns that are more specific than global
trends. Finally, we could also learn global production rules from
all users’ data. Such rules could capture general trends or widely
shared preferences. Thus, these rules can serve as a fallback when
user- or group-specific data is missing. Critically, we believe that
rules at the individual and group levels enable us to address im-
portant challenges in personalization, such as accounting for users
with non-mainstream behavior [4, 16, 19].

3.2 Explainability
A key advantage of our envisioned hybrid framework is its inherent
transparency. Since production rules are symbolic and influence
item activations, they enable the generation of explanations for
recommendations in terms of interpretable IF-THEN rules. When a
production rule contributes to the activation of a chunk, we can gen-
erate a corresponding explanation reflecting the specific condition
that triggered the production rule. In this way, we can offer users
deeper insights into the “Why” behind a recommendation [28]. For
example, in a music recommender, we can generate explanations
depending on the IF condition of the applied rule (see Section 3.1):
• Prefix Matching: “This track is recommended, because you
recently listened to the song(s): 𝐼𝑝𝑚 .”
• Periodic Matching: “This track is recommended, because
you regularly listen to this song, and listened to it 𝑘 songs ago.”
• Context-aware Matching: “This track is recommended, be-
cause you like to listen to it in the morning.”

Furthermore, the granularity of the rule, i.e., whether it is global,
user-group, or individual, could also be presented to the user. This
further provides users with information on how the system catego-
rizes them, at the cost of reduced privacy. Additionally, the system
could be extended to be interactive and allow users to disable rules
that they find unfitting, thereby tuning the system to their needs,
without requiring deep technical knowledge. Finally, the symbolic
nature of our rules facilitates counterfactual analysis. For exam-
ple, by disabling particular production rules, one can evaluate the
impact of specific production rules on recommendation outcomes.
Such functionality can support users, system designers, and system
providers in identifying which rules enhance user satisfaction and
which may introduce unintended biases or effects.

3.3 Cognitive Biases
While ACT-R is a model of rational human cognition, it can also
provide a foundation for studying deviations from rationality, i.e., ir-
rational behavior. Such deviation of the individual from rationality
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and objectivity in terms of judgment or decision making is com-
monly referred to as cognitive bias. Cognitive biases often happen
unconsciously in humans and have been studied in psychology, so-
ciology, and behavioral economics for decades [6, 11]. While some
of the plethora of cognitive biases from psychological and socio-
logical literature have also been observed in recommender system
environments, e.g., position bias, anchoring, bandwagon effect or
popularity bias, confirmation bias, and conformity bias [21], re-
search to make them transparent and mitigate their negative effects
(e.g., unfairness of popularity bias) is still in its early stages.

Our envisioned hybrid framework offers a promising avenue for
operationalizing cognitive biases. Since production rules in ACT-R
explicitly model decision strategies, they can also be adapted to
counteract undesirable behavioral patterns or algorithmic behavior.

We propose to formulate rules manually or semi-automatically
that counteract certain cognitive biases. Examples may include
rules to mitigate conformity bias, e.g., by giving higher weights to
more diverse content or content that is not in line with the user’s
common preferences based on item-side information. Another ex-
ample could be rules to consider the popularity of items in a user’s
interactions and adjust the popularity level of recommendations
to counteract popularity bias. Yet another approach could involve
defining rules that reduce exaggerated cultural homophily between
content creators and consumers [26].

4 Conclusions and Future Work
We introduced a vision for a hybrid user modeling framework that
integrates ACT-R’s declarative and procedural memory modules to
generate transparent, cognitively grounded recommendations. By
combining activation-based retrieval with symbolic rule reasoning,
our approach enables transparent recommendations and supports
the study of cognitive biases by using production rules in ACT-R to
uncover and counteract undesirable and biased behavioral patterns.

In future work, we plan to systematically investigate methods
for learning the production rules that are part of ACT-R procedural
memory module. For example, we aim to explore the use of large
language models (LLMs) to support rule generation and refinement.
For evaluation, we will consider dimensions such as cognitive plau-
sibility, transparency, fairness, and user satisfaction, by using, e.g.,
user studies and online evaluation methodologies. Additionally, we
plan to use counterfactual analysis to assess the effects of individual
rules on recommendation outcomes.
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