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LASTFM USER GROUPS BASED ON MAINSTREAMINESS

Using the mainstreaminess scores (1 .S) of the LEM-1b dataset [1], we put the 1,000 users
with lowest M .S into the LowMS group, the 1,000 users with M.S around the median into the
MedMS group, and the 1,000 users with highest M.S into the HighMS group.

PROBLEM

e While music recommender systems
can provide quality recommendations
to listeners of mainstream music

artists, resea.rch. he.ls Show.n that they User Group | |U]| A LE Avg. A/U| |Avg.MS| |Avg.Age M/F

tend to discriminate listeners of | | TowMS [1,000 82417 6915352 239 125 24582 74%/26%

low-mainstream artists. MedMS | 1,000 86249 7,900,726 496 379 25352 68%/32%
e We provide a novel approach for mod- HighMS | 1,000 92,690 8251,022 1,194 688 21486 65%/35%

eling artist preferences of users with
different music consumption patterns
and listening habits.

The number of listening events (LE) for the top-30 artists of LowMS, MedMS and HighMS.
While the artist distribution is balanced for LowMS, there are dominating artists for HighMS.
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law function. Top-30 artists

It quantifies the usefulness of a piece
of information (e.g., an artist a) based
on how frequently and how recently it
was accessed by a user u:

TEMPORAL DRIFTS OF MUSIC ARTIST PREFERENCES

The effect of time on artist relistening behavior of LastFM user groups. We find that the
shorter the time since the last LE of an artist, the higher its relistening count.
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(c) User group: HighMS

Linear reg.: R? =.899, o = -1.664
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e BLL, leads to the best accuracy re-
sults for predicting music artists and
provides especially good results for the
LowMS group.

(a) User group: LowMS
Linear reg.: R? =.893, a =-1.555

We reach a performance improvement
with BL L, over T'OP of 50 times in the
LowMS setting but only of 4 times in

PREDICTION OF MUSIC ARTIST PREFERENCES

BLL, outperforms 4 baselines: mainstream-aware modeling (7'0O P), collaborative-filtering

the HighMS setting. (CF,), popularity-aware modeling (POPF,) and time-aware modeling (T'IM E,,).

We plan to use the B, , values we cal- User group Metric | TOP CF, POP, TIMEFE, | BLL,
culate for v and a as e; context dimen- F1@20 | .009 121 323 377 405
sion in context-aware recommendation LowM5 MAPQ20 | .003 .069  .244 381 391
approaches. nDCG@20 | .011 .152 395 535 .545
F1@20 | .041 .105 226 301 329
R MedMS MAP@20 | .010 .055 122 228 231
e MedMS nDCGQ20 | .040 .135 248 382 388
== HighMS F1@20 | .058 .102 139 195 219
- HighMS MAP@20 | .014 .034 .050 102 110
:§ nDCGQ20 | .059  .107 139 216 233

Recall/precision plots of the baselines and our BLL,, approach for £ = 1...20 predicted
artists. The evaluation was conducted using our TagRec framework [2].
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(a) User group: LowMS



